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Objective: I examine John Senders’ work and 
discuss his influence on the study of error causation, 
error mitigation, and sociotechnical system safety.

Background: John Senders’ passing calls for an 
evaluation of the impact of his work.

Method: I review literature and accident investi-
gation findings to discuss themes in Senders’ work and 
potential associations between that work and error 
causation and system safety.

Results: Senders consistently emphasized empiri-
cal rigor and theoretical exploration in his research, 
with the desire to apply that work to enhance human 
performance. He has contributed to changing the way 
error has been viewed, and to developing and imple-
menting programs and techniques to mitigate error. 
While a causal relationship between Senders’ work 
and safety cannot be established, an association can 
be drawn between his research and efforts to mitigate 
error.

Conclusion: Because of Senders’ work, we have a 
better understanding of error causation and enhanced 
ways of mitigating system errors. However, new sourc-
es of error, involving advanced systems and operators’ 
knowledge and understanding of their functionalities 
can, if not addressed, degrade system safety.

Application: Modifications to advanced automa-
tion and operator training are suggested, and research 
to improve operator expertise in interacting with auto-
mated systems proposed.

Keywords: John Senders, human error, error 
mitigation, human–automation interaction, accident 
analysis

INTRODUCTION

John Senders pursued many interests in his 
lifetime. He began as a lumber yard worker, 
became a paper mill engineer, and rose to the 
highest levels of academia. He advised govern-
ment agencies on policy, earned several patents, 
provided solutions to “real world” problems, 
and helped change our understanding of human 
performance in sociotechnical systems.

Senders was relentless in investigating 
challenging issues and innovative in conduct-
ing research. He developed a device to study 
driver visual scanning and attention that would, 
according to preset criteria or driver control, 
block a driver’s visual field to assess his or her 
knowledge of the immediate environment and 
ability to apply that knowledge to vehicle con-
trol (e.g., Senders et al., 1967). Over 50 years 
later, ISO continues to use that method and the 
associated device as a standard to measure visual 
demand (ISO, 2017). He also developed and 
was awarded a patent for a device that allows 
people to retain visual acuity when shifting 
focus from near to far and far to near, as neces-
sary (Senders, 1980a). Had it been available, it 
may have prevented an airline accident at New 
York’s LaGuardia Airport in which the captain, 
at his optometrist’s suggestion to compensate 
for shortcomings in his near and distant vision, 
wore monovision contact lenses—one correct-
ing for near and the other for distant vision 
(National Transportation Safety Board, 1997). 
He incorrectly perceived external visual cues 
close to the airport and misjudged the airplane’s 
height above the runway on final approach. The 
airplane struck the edge of the runway and was 
substantially damaged, fortunately without loss 
of life.

Senders was so prescient that, in an era of 
mainframe computers and book- and journal- 
filled libraries, he accurately predicted a system 
of digital access to the world’s libraries, decades 
before this was to become a reality (Senders, 
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1983a). He determined the storage require-
ments of such a system, assuming a constant 
annual book and journal growth rate (Senders, 
1976, 1963). Further, the system he described 
relied on an internet and affordable and pow-
erful desktop computers, the development of 
which was decades away.

Senders’ career was unusual (Senders & 
Senders, 2010). He became a senior faculty 
member at major universities without having an 
earned doctorate. When he did earn the degree, 
he based his dissertation on research he had 
carried out over 30 years earlier (1983b), con-
ducting his doctoral work under the guidance of 
a faculty member who had himself completed 
his postdoctoral studies earlier under Senders 
(Hancock et al., In press).

Senders’ initial studies expanded upon the 
pioneering work of Paul Fitts and his colleagues, 
which had begun as World War II research to 
increase military aviation safety (e.g., Fitts 
& Jones, 1947). Senders expanded consider-
ably on Fitts’ work (e.g., Senders, 1953, 1964, 
Senders, 1966, 1967, 1970, 1997; Senders, 
Elkind, et al., 1966; Senders et al., 1955). The 
studies of visual behavior of aircraft pilots that 
he and his colleagues conducted considerably 
increased our understanding of the relationship 
between pilot visual behavior, cognition, and 
aircraft display design.

Based on that work, Senders (1983b, p. 46) 
characterized the human operator as “…a single- 
channel device which is commutated in some 
aperiodic sequence over a number of (perhaps 
interrelated) closed loops,” a characterization 
that affords an insight into his view of human 
performance—and his research. Provided cer-
tain conditions are met, the performance of the 
human operator can be precisely described; 
enabling one to predict that performance under 
a variety of factors whose influence can also be 
measured and evaluated, both mathematically 
and empirically.

In describing what he perceived to be a 
shortcoming in Fitts’ work, Senders (1983b, p. 
11) added

The approach [Fitts employed] was, 
therefore, completely empirical: the [pi-
lot] behaviour was to be examined and 

the [display] design was to be based on 
the behaviour. Nor was any theory put 
forward to relate the looking behaviour to 
what the pilot actually saw on the instru-
ment looked at. What the studies could 
not do was to enable the investigator to 
establish rules that would permit general-
ization of the data to other aircraft, other 
flight conditions, other maneuvers, or new 
instruments.

From this, it can be seen that Senders stressed 
using empirical methodology to examine, 
expand, or propose theories that could explain 
and/or predict human performance in multiple 
systems. He studied pilot behavior, nuclear 
power facility design, driver behavior, and med-
ical performance, adding to the literature on 
error mitigation and error causation.

His dedication to studying human perfor-
mance was such that he did so well outside 
“typical” research milieus. As his stepdaughter 
recounted,

Even being on holiday was an opportunity 
to apply mathematical models. While sit-
ting by a swimming pool, John explained 
how the frequency with which a mother 
has to look at her toddler to ensure it did 
not end up drowning was based on the 
toddler’s mean velocity, direction, and 
time since last looking. (Hancock et al., 
2019, p. 365).

The appreciation of the value of Senders’ 
many accomplishments is evident from the 
posthumous tributes to him (e.g., Hancock 
et al., 2019; in press). In this paper, I examine 
his work on error causation and mitigation, in 
recognition of his contribution to sociotechnical 
system safety.

ERROR CAUSATION
Given Senders’ intellectual curiosity, ded-

ication to empiricism, and pursuit of theory, 
with the desire to use research findings for 
practical purposes, in hindsight it is not sur-
prising that he would study human error, par-
ticularly when he began to do so, around 1980. 
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To that point, error had largely been exam-
ined through research of the type Fitts and 
his colleagues had pursued, which, as noted, 
Senders believed lacked a theoretical frame-
work. While there had been earlier studies of 
error causation (e.g., Fell, 1976), the research 
was generally atheoretical and its focus was 
primarily on the error- committing operator(s) 
(e.g., Alkov et al., 1982), rarely going beyond 
that person or persons (Coury et al., 2010). For 
example, in an investigation by the National 
Transportation Safety Board (1967, p. 1) of a 
1967 DC-8 training accident, in which six peo-
ple on board and 13 on the ground were killed, 
investigators attributed the accident to the “…
improper supervision by the instructor, and the 
improper use of flight power controls by both 
the instructor and the captain- trainee during a 
simulated two- engine out landing approach, 
which resulted in a loss of control.” There was 
no explanation as to how or why the pilots 
committed the errors and therefore, no effective 
means available from the findings to mitigate 
similar future errors.

Three high- profile sociotechnical system 
accidents that occurred around this time helped 
to change this approach: the 1979 Three Mile 
Island (TMI) and the 1986 Chernobyl nuclear 
accidents, and the 1984 Bhopal, India, atmo-
spheric release of methyl isocyanate, all initi-
ated or exacerbated by operator errors. Each 
underscored the need for a theoretical context to 
study human error. Their collective influence on 
research into error causation was substantial. As 
Senders (1983b) noted with regard to the first 
accident: “Three Mile Island has done more for 
the field of Engineering Psychology than all the 
special pleadings of its promoters in the past.”

Senders (1980b) was among the first to rec-
ognize that error causation was system induced 
rather than operator induced. While novel at the 
time, that view is widely accepted today. “…We 
still need people to oversee the [sociotechnical] 
systems,” he wrote,

and people often make errors. To solve 
the problem, designers have tried to de-
sign people out of the systems. But it 
hasn’t been possible. Indeed, those who 
design automated systems to get rid of 

human errors also make errors them-
selves. (Senders, 1980b, p. 52)

He followed this early effort with studies into 
relatively simple errors that subjects made when 
presented with three- digit numbers (Sellen & 
Senders, 1986), and later studied the efficacy of 
failure mode and effects analysis (FMEA) and 
root cause analysis to explain error causation 
(Cohen et al., 1994; Senders, 2004). He believed 
that neither adequately addressed the complex-
ity of factors involved in such causation.

With his then wife, he organized a “clambake 
conference” (it was held in New England) in 
1980 and 3 years later they, with Neville Moray, 
organized a second and larger one, both of 
which sought to assess the state of and promote 
research into human error. Leading research-
ers from multiple disciplines participated, 
all sharing a keen interest in error causation. 
Participants included Jens Rasmussen, Daniel 
Kahneman, Donald Norman, James Reason, 
Alan Swain, Thomas Sheridan, Elizabeth 
Loftus, Eric Hollnagel, and David Woods, all 
of whom went on to make substantial contri-
butions to our understanding of error, and one, 
Kahneman, won the Nobel Prize for his work, 
conducted with the late Amos Twersky, on 
decision- making and errors in decision- making.

As Senders and Senders (2010) later noted, 
the conferences “resulted in a change in the way 
people looked at error.” He described them as:

…a deliberate effort to discover or create 
an “invisible college” of people interested 
in working on human error. And I think 
it succeeded, and I believe it may have 
had more effect than anything I’ve been 
engaged in. Certainly the 1983 conference 
combined with the first one resulted in a 
change in the way people looked at error.

Researchers have agreed with his assess-
ment. Hancock et al. (2019, p. 363) described 
the Clambake Conferences as “seminal founda-
tions for the modern study of error in all its 
forms.” Senders and Moray (1991) text, a prod-
uct of the conferences, helped guide subsequent 
error research, articulating much of what is 
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today widely accepted. “If every error has its 
own unique cause,” they wrote,

the practical designer of complex sys-
tems faces insuperable problems. Each 
conceivable error would require its own 
analysis; a remedy for one error would 
not apply to any other. On the other hand, 
if there are relatively few causal mecha-
nisms, we can apply some general rules 
repeatedly, to good effect. (p. 5)

A change to a systems- centered view of error 
causation, as Senders and Moray (1991) 
espoused, was not only timely, but logical as 
well, naturally following Fitts’ research that had 
demonstrated a link between display design and 
error. No other suggested approach to error 
causation before or since could match that of 
system- centered causation for simplicity, gener-
alizability, and applicability. By all relevant 
measures, the paradigm Senders and those par-
ticipating in the Clambake Conferences 
espoused effectively addressed the study of 
operator error causation in multiple systems.

This paradigm change led to extraordinarily 
productive research into error causation. It may 
be difficult today, some 40 years later, to rec-
ognize the value of the conferences because 
subsequent research has been so fruitful, guid-
ing error studies to this day. “To talk of the 
cause of errors,” Senders and Moray (1991, p. 
29) wrote, “is to talk about the sense in which 
they can be explained…” Further, “if we have a 
theory of error and the consequent understand-
ing of its mechanisms,” they wrote (Senders 
& Moray, 1991, p. 53), “we should be able to 
minimize the occurrence of errors and mitigate 
their consequences.” They recognized the diffi-
culty of developing a theory to explain all sys-
tem errors, and acknowledged that eliminating 
errors was not realistic. Rather, also consistent 
with Senders’ perspective on research, they sug-
gested that “…if we can determine when and 
where an error will occur, and who will commit 
it, then there is at least the possibility of pre-
venting it….” (Senders & Moray, 1991, p. 59) 
This perspective on error causation, suggesting 
the possibility of error mitigation, has become a 

major objective of subsequent research on error 
causation.

Senders thereafter conducted error research, 
among his many endeavors, largely in two set-
tings—automobile driving, a natural follow 
on to his earlier work on visual occlusion and 
cognition, and later in medicine, work that 
continued until shortly before his passing. For 
example, in examining driver errors and acci-
dents, Green and Senders (2003) applied the 
system- centered approach advocated in the 
Clambake Conferences. They wrote that “when 
a driver fails to avoid an accident because the 
situation exceeds these limitations, it is often 
called ‘human error.’ In reality, it is often the 
situation that is primarily responsible, not the 
driver’s response to it” (p. 1).

The research he and his colleagues pursued 
can serve as textbook illustrations of the sci-
entific study of error causation and mitigation. 
To illustrate, perhaps Senders’ most applied 
study, an analysis of the likelihood of violating 
the law while traversing a Toronto intersection, 
had a unique origin—the report of his son’s 
colleague of being cited for doing so against a 
red traffic signal (Senders, 1998). In response 
to the perceived injustice, Senders timed the 
duration of the intersection traffic signals and 
analyzed key vehicle parameters. He found 
that, even with a green traffic signal, a driver 
entering the intersection just before it changed 
to amber would violate the law, regardless of 
legal vehicle speed. In a classic illustration of 
his combining the theoretical with the practical, 
he found that the duration of the amber signal 
was insufficient to allow drivers to legally tra-
verse the intersection before it turned to red. 
Consequently, drivers could not have commit-
ted errors by attempting to legally traverse the 
intersection because traffic signal timing rather 
than driver actions was at fault. Consistent with 
his stated views on error causation, he argued 
that the focus on the intersection traffic viola-
tions should be on the “system,” in this instance 
the traffic signals, rather than on the driver. 
Interestingly, when Senders presented his find-
ings at the individual’s trial, the judge reacted 
similarly to those with an operator centered 
focus on error. He refused to consider what he 
characterized as “all those numbers” and found 
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the driver guilty of violating traffic regulations. 
In subsequent research, Senders expanded his 
focus on driving errors, focusing on driver dis-
traction (Hancock et al., 2009; Saffarian et al., 
2015; Senders, 2009), a critical safety issue at 
the time with the advent of smart phones and 
sophisticated electronic vehicle entertainment 
systems.

His studies of medical errors led him to sug-
gest simple solutions to mitigate error (e.g., 
Senders, 1994a). For example, to reduce the 
likelihood of incorrect medication dose admin-
istrations, errors with potentially fatal conse-
quences, Senders and his colleagues applied 
basic ergonomic principles to demonstrate that 
modifying package shapes by dosage, added 
to existing differences in package labeling, 
would provide sufficient cues to enable health 
care practitioners to reduce errors in dispensing 
prepackaged drug syringes of different dosages 
(Senders, 1994b). Senders later examined errors 
in communicating prescriptions to pharmacies. 
Here too he and his colleagues proposed rel-
atively simple solutions to prevent errors in 
vocally transmitting and aurally receiving med-
ication information, errors also with potentially 
catastrophic consequences. (Kennedy et al., 
2008; Lambert et al., 2010).

Senders similarly studied errors that led to 
“wrong side surgery,” surgery unwittingly per-
formed on the wrong limb or body part such as 
an arm or leg. As Senders and Kanzki (2008, p. 
397) wrote:

More disturbing … is that so little effort 
seems to have been made to identify the 
causes of wrong site surgical error in gen-
eral, and of wrong side surgical error in 
particular. If wrong side error was a dis-
ease, we would look for its underlying 
causal mechanism—the ‘‘wrong side er-
ror virus.” That might lead us to ways of 
curing—that is, eliminating—the error 
as well as trying to intercept it before it 
reaches the patient.

After citing error theory and supporting 
empirical evidence to explain the error’s causes, 
they proposed a relatively simple method to 
reduce the likelihood of such errors, a 

pre- surgical protocol in which a nurse, the sur-
geon, and the patient must each agree on the 
body part to be the site of the surgery. Of course, 
even so the authors recognized that each person 
in the protocol could independently err and 
identify the same wrong side. As the authors 
explained, error can be “a random process that 
springs unaided from the brain” (Senders & 
Kanzki, 2008, p. 399).

In the four decades since the Clambake 
Conferences, error causation research that 
began primarily in nuclear power generation 
and aviation has been conducted in such sys-
tems as mining (Boukas & Kontogiannis, 2019), 
manufacturing (Marquardt, 2019), marine pilot-
ing (National Academy of Sciences, 1994), 
wildfire response (Brooks et al., 2018), space 
transportation (Vaughan, 1994), military avi-
ation (Miranda, 2018), response to terrorism 
(Bye et al., 2019), equipment maintenance 
and repair (Drury, 1999; Hobbs & Williamson, 
2003), and financial trading (Leaver & Reader, 
2016), among others. Theoretical and applied 
research has since addressed such error- related 
issues as situation awareness (Endsley, 1995), 
mode awareness in automated systems (Sarter 
& Woods, 1995), decision- making in dynamic 
settings (Klein, 1993: Orasanu, 1993), team 
performance (Salas et al., 2008), and safety cul-
ture (Guldenmund, 2000). The research helped 
to identify error causation patterns that have led 
to improved error mitigation.

ERROR AND SAFETY

Since the Clambake Conferences, socio-
technical systems have generally gotten safer. 
In nuclear power generation, for example, the 
International Atomic Energy Agency’s (2020) 
listing of nuclear incidents showed that all 
but two in the past 30 years were in facilities 
other than nuclear- generating ones and those 
should, more properly, be considered occupa-
tional rather than operating incidents. One of 
the two, a 1993 release of radiation at a spent 
fuel- reprocessing facility, resulted in few if 
any adverse environmental or medical conse-
quences. The other was the March 11, 2011, 
Fukushima Daiichi nuclear facility accident 
that led to a substantial radioactive release and 
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the permanent evacuation of all persons near 
the facility. However, its primary cause was not 
operator error but rather (1) siting and design 
flaws, that is, siting the facility adjacent to the 
sea with a relatively small seawall for protection 
from potential tsunamis, and (2) the absence of 
reliable sources of backup electrical power after 
diesel generators flooded following a tsunami 
(International Atomic Energy Agency, 2015).

In commercial aviation, except for two 
2018 and 2019 Boeing 737- Max accidents in 
Indonesia and Ethiopia, respectively, the safety 
trend has also been positive. As the insurer 
Allianz (2019) observed:

Despite a record number of passengers, 
statistics show that flying has never been 
safer. In 2017, for the first time in at least 
60 years of aviation, there were no fatal-
ities on a commercial airline. Even 2018, 
which saw a total of 15 fatal airliner acci-
dents, ranks as the third safest year ever.

The International Air Transport Association 
(2020, p. 4) likewise found:

Yearly accident rates indicate a decrease 
in both the total number of [commercial 
aircraft] accidents as well as the global 
accident rate in 2019. The full year 2019 
accident rate, which includes all acci-
dents, was 17% lower than that in 2018.

Allianz attributed the safety improvement 
primarily to technological advances. Improving 
technology can, of course, reduce opportunities 
for operator errors resulting from their incor-
rectly diagnosing and responding to equipment 
malfunctions.

Highway fatalities in the United States have 
similarly declined. According to a U.S. govern-
ment agency, 40,115 people were killed in U.S. 
highway accidents in 1993, a rate of 15.55 per 
100,000 people whereas in 2014, the last year 
for which data were available, 32,575 were 
killed, a rate of 10.25 per 100,000 (National 
Highway Traffic Safety Administration, 2020).

Nevertheless, although sociotechnical sys-
tem safety has improved, factors other than 
error mitigation methods may be responsible. 

With automobiles, for example, greater use of 
seat belts and both increased enforcement and 
reduced incidence of impaired driving have 
contributed to fewer highway fatalities. In 
commercial aviation, improved aircraft system 
design and reliability, increased simulator veri-
similitude and capabilities, advances in naviga-
tion technology, and enhancements to air traffic 
control aircraft detection hardware and software 
have all contributed to increased air safety. In 
nuclear power generation, the accidents at 
Chernobyl and TMI led to more effective oper-
ational oversight and better- designed operator 
controls and displays.

However, the rarity of sociotechnical system 
accidents makes determining influences on their 
causes challenging. Largely because of accident 
infrequency, studies attempting to link error mit-
igation programs to safety improvements have 
been mostly inconclusive. Salas et al. (2001, 
2006) and O'Connor et al. (2008), for example, 
studied the relationship between crew resource 
management (CRM) and safety, but were unable 
to establish causal relationships. Grabowski 
et al. (2010) found relationships between fac-
ets of traditional organizational safety culture 
and what they referred to as leading indica-
tors of safety in marine operations. However, 
they were unable to establish a relationship 
between the indicators and accident frequency. 
The many factors involved make one theory of 
error causation extraordinarily difficult to pro-
pose. Even with a single safety feature, such as 
safety culture, researchers have been unable to 
agree on a unified research framework, leading 
to multiple approaches to error mitigation (Le 
Coze, 2019).

A CONTEMPORARY SAFETY RISK

The trend of improved sociotechnical system 
safety will likely continue as technology, train-
ing, and knowledge of error causation continue 
to advance. Nonetheless, unrecognized risks to 
safety have and will likely continue to be present 
in systems; anticipating and designing to pre-
vent all potential operator errors is not possible. 
Particularly as new technology is introduced, 
opportunities for unrecognized system deficien-
cies will increase, as occurred with the Boeing 
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737- Max (House Committee on Transportation 
and Infrastructure, 2020).

Although unrecognized safety risks may be 
present in any system, researchers have iden-
tified one relatively recent risk, resulting from 
the multiplicity of automated system function-
alities increasingly present in sociotechnical 
systems. These functionalities call for operator 
expertise that may exceed that provided for in 
their training (Strauch, 2017). This should not 
suggest that Senders’ examination of the “fun-
damentals” of driving, that is, the quantity and 
type of information drivers obtain visually is no 
longer relevant. His research contributed sub-
stantially to our understanding of technology- 
related system errors. For example, with Green, 
he expanded upon his early research on driver 
performance and observed that “[h]umans have 
limited information processing abilities and 
must rely on three fallible mental functions: per-
ception, attention and memory. When a driver 
fails to avoid an accident [it is] because the sit-
uation exceeds these limitations …” (Green & 
Senders, 2003).

Today, while researchers acknowledge that 
advanced technology has enhanced safety, they 
also recognize that it poses safety risks as well 
(e.g., Jamieson & Vicente, 2005). Automated 
systems may compensate for cognitive lim-
itations that Green and Senders described, but 
their capabilities nevertheless depend upon 
skilled and alert operators to monitor their per-
formance and respond when necessary. Absent 
that, the risk of error can increase.

Drivers engaging their vehicle automated 
functionalities may not realize that in so doing 
demands on their perception, reaction time, 
attention, and situation awareness are still 
present, but in ways considerably different 
from what Senders and Green had examined. 
Although automated vehicles’ functionalities 
can enhance safety by increasing system robust-
ness to the adverse effects of operator fatigue-, 
impairment-, and/or medical- related factors, 
among others that can increase the likelihood 
of error, (e.g., Casner et al., 2016; Fagnant & 
Kockelman, 2015; Hancock et al., 2020), they 
also place monitoring, perceptual, and cognitive 
demands on drivers that can adversely affect 
safety if not met.

In these vehicles, sensors and automated 
functionalities that process sensor input replace 
operator visual perception to detect road haz-
ards. Sensor failures, such as from design limita-
tions, have led to at least one accident (National 
Transportation Safety Board (2020a). Natural 
phenomena, for example, road obscuration 
from snow and ice, or weather- caused visibil-
ity limitations, may also reduce vehicle sensors’ 
ability to accurately recognize lane markers, 
exit ramp entrances, and the like, reducing their 
safety capabilities. The mix of potential sensor 
shortcomings, with possible limitations in the 
algorithms that integrate sensor input, can lead 
to operator errors.

Highly automated automobiles can perform 
some vehicle functions effectively, such as 
increasing the distance from forward vehicles 
when thresholds are met, maintaining lateral 
control and lane position, and navigating along 
preselected routes. However, what have been 
called autonomous vehicles are not fully auto-
mated; drivers who believe that these vehicles 
are “self- driving” are mistaken. Rather, they 
demonstrate relatively low levels of automa-
tion. The Society of Automotive Engineers 
(SAE) has categorized five levels of vehicle 
automation, of which levels 4 and 5 are con-
sidered fully automated, that is, with no con-
tinuous operator oversight needed (Society of 
Automotive Engineers, 2016). By contrast, the 
autonomous vehicles being sold and operated 
today achieve, at best, SAE level 2 automation, 
requiring continuous supervision and monitor-
ing (Shladover, 2016). Even the most advanced 
vehicles that are offered today require drivers to 
maintain an ongoing awareness of the operat-
ing environment after engaging the automated 
systems.

Yet, manufacturer and automobile dealers’ 
marketing and communications have influ-
enced drivers to believe that their vehicles’ 
functionalities exceed their actual capabilities 
(e.g., Abraham et al., 2017; Boelhouwer et al., 
2019; Teoh, 2020), in effect encouraging oper-
ators to monitor vehicle operations with dimin-
ished attention. The chief executive of Tesla, for 
example, promoted its “autopilot,” and prom-
ised that the company would be building “self- 
driving” cars in the near term, that is, within 
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months (Jones, 2019), implying therefore that 
operator attention to driving would then be 
unnecessary.

Singer and Jenness (2020), examining auto-
mated vehicle driver misconceptions regard-
ing their vehicles’ capabilities, showed that 
the quality of drivers’ attention to the road was 
directly related to the information they had 
received about automobile capabilities, despite 
nearly all drivers recognizing the need to con-
tinuously monitor their driving. As they found 
(Singer & Jenness, 2020, p. 1)

… a branding approach that emphasiz-
es feature capabilities and driver work-
load reduction—compared to a branding 
approach that emphasizes feature limita-
tions and driver responsibility—tended to 
lead to greater confidence in the capabili-
ties of the feature in ways that might lead 
drivers to over- rely on it or use it unsafe-
ly. This result is compounded by a greater 
likelihood to report willingness to engage 
in potentially distracting or risky behav-
iors while driving in the condition that 
emphasized capabilities.

Supporting this conclusion, the National 
Transportation Safety Board (2017, 2019, 
2020a, 2020b), investigating several automated 
vehicle accidents, reached a common finding 
among them; accident drivers were either inat-
tentive throughout the accident sequence or 
became attentive when it was too late to avoid 
an accident. Several were texting or had engaged 
in other smart phone- centered tasks in place of 
monitoring vehicle performance.

While the proportion of highly automated 
vehicles among the total number of vehicle 
accidents is insufficient to draw other than sug-
gestive conclusions (e.g., Dunn et al., 2019; 
Schoettle & Sivak, 2015), researchers have rec-
ognized that although automated features can 
enhance vehicle safety, they can also detract 
from safety under certain conditions (e.g., 
Casner & Hutchins, 2019; Casner et al., 2016; 
Endsley, 2017; Noy et al., 2018). Further, if 
engaging automated functionalities (1) pre-
cludes inexperienced drivers from gaining 
operating experience in nonautomated driving, 

(2) encourages impaired drivers to operate vehi-
cles, and/or (3) engenders unrealistic beliefs 
regarding their capabilities, driving safety will 
be compromised. Although he pursued multi-
ple basic and theoretical topics regarding per-
formance in complex systems, Senders did not 
examine the effects of operator beliefs about, or 
understanding of, system capabilities on human 
performance.

Senders demonstrated years ago that even 
visually occluded drivers can drive safely, pro-
vided their situation awareness of immediate 
road conditions was adequate (Senders et al., 
1967). However, the introduction of highly auto-
mated vehicles, with manufacturer and dealer 
misinformation about and driver misunderstand-
ing of their capabilities, has led some operators 
to rely on vehicle systems rather than their own 
monitoring for system safety. In effect, they have 
occluded their own monitoring and thereby lost 
situation awareness of road conditions. These 
operators may be unprepared to oversee their sys-
tems in critical operating phases. As Singer and 
Jenness (2020, p. 1) observed, “the safe use of 
these [automated] systems depends on the driver 
having an accurate understanding of the capabil-
ities and imitations of the system, including the 
appropriate driving contexts for the use of the 
system. …”

Hoffman et al. (2016) highlighted haz-
ards of autonomous weapons systems that 
make engagement decisions independent of 
their human supervisors. Those systems have 
attacked friendly forces, resulting in unin-
tended fatalities. Strauch (2017) argued that the 
advanced automated systems can lead to what 
he referred to as the automation- by- expertise- 
by- training interaction, creating hazards unique 
to highly automated systems where operator 
expertise does not meet that required for system 
operation.

To reduce this risk, designers can present 
automobile information to make it more intu-
itive to drivers, employing what is referred to 
as ecological interface designs. These have 
been shown to improve operator performance 
(Vicente, 2002) over standard display formats, a 
finding related to that of Senders’ early work on 
pilot visual scanning and aircraft display design. 
Designers can also ensure driver monitoring by 
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such modifications as necessitating continuous 
tactile contact with controls or control responses 
to randomly emitted cues. Certainly, drivers 
need to be fully knowledgeable of and skilled in 
the automated capabilities and limitations of the 
vehicles they operate. Because no system has or 
will likely be designed in the foreseeable future 
that effectively eliminates the need for human 
oversight, regulators, manufacturers, designers, 
trainers, vendors, and others involved in system 
operations must ensure that operators have the 
necessary expertise, knowledge, and ability to 
continuously monitor their systems to enable 
them to take control when necessary.

Decades ago, Senders (1980b, p. 52) wrote, 
“we still need people to oversee the systems.” 
Although advanced automated vehicles have 
become increasingly reliable, what Bainbridge 
(1983) and Endsley (2017) respectively 
described as ironies of automation and auto-
mation conundrums still holds true; the more 
capable the automation the less operators will 
be prepared to respond to system anomalies. 
Senders’ belief in the need for human supervi-
sory control of sociotechnical systems should 
remain valid for some time.

Regulators, recognizing the risk to safety, 
have attempted to address these technolog-
ical advances. Government agencies, such 
as the National Highway Traffic Safety 
Administration (2017) and the United Nations 
Economic Commission for Europe (UNECE, 
2019) have each issued guidance on regulat-
ing advanced automated vehicles. Similarly, 
German researchers have proposed guidance 
for automated lane keeping systems (UNECE, 
2020).

To effectively integrate automated capa-
bilities with those of their human supervisors, 
designers, trainers, regulators, and all who play 
a role in system operations should address lim-
itations of both operators and automation to 
maximize system performance. Overlooking or 
minimizing the role of the operator or the infor-
mation the operator needs for system operation 
jeopardizes system safety. So long as operators 
are cognizant of and understand system limita-
tions and capabilities, and are skilled in their 
operation, highly automated systems can con-
tinue to improve system safety. Otherwise, the 

automation by training by expertise interaction 
will continue to detract from it.

LIMITATIONS AND CONCLUSIONS

I did not have the good fortune to meet John 
Senders; I knew him only from his work and 
through others who had known or worked with 
him. He was an extraordinary person, with 
a nearly insatiable intellectual curiosity and 
the willingness to address many of the critical 
issues of our time. The research he conducted 
inspired many. While some may draw different 
conclusions about his work and his impact on 
error research and system safety than I have, it is 
difficult to consider error causation and system 
safety today without acknowledging Senders’ 
considerable contributions to these fields.

In 1991, with Neville Moray, he wrote 
(Senders & Moray, 1991, p. 6):

Even if we do not know when an error will 
occur, can we predict what form it may 
take? This question obviously has tre-
mendous implications for system design. 
It might be possible to erect defenses that 
would prevent a least some errors from 
happening. Such defenses could create a 
trade- off in which other, less undesirable 
errors become more likely. Alternatively, 
machines and systems could be designed 
to “absorb” the errors that would be made.

The thrust of these words, drawn from the 
Clambake Conferences, has, perhaps more than 
most of Senders’ work, influenced error 
research. Identifying and implementing 
defenses against error has been a focus of soci-
otechnical system design and operation for 
some time. Therefore, in considering Senders’ 
legacy, rather than examining the relationship 
between Senders’ research and safety, a more 
productive approach would be to consider the 
extent to which he has contributed to identify-
ing and mitigating system shortcomings that 
can lead to error. He has clearly done so, espe-
cially in medicine, driving, aviation, and nuclear 
power generation, while influencing others to 
do the same in these and other systems.
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Senders helped initiate empirical research 
into error causation, and was among many 
whose research has led to the increased under-
standing of the role of system design and over-
sight in operator error causation. His efforts to 
promote such research helped precipitate pro-
ductive studies that followed, but it cannot be 
stated conclusively that absent his work the 
error causation paradigm that has influenced 
error research would not have changed to a 
system- centered one, and our understanding of 
error causation would not have been achieved. 
Nonetheless, I argue that his call for research, 
the influence of his studies, his mentoring and 
encouragement of others, all contributed to that 
paradigm shift.

Future research should be conducted to 
enhance our understanding of error. This 
research will likely increase our understanding 
of error causation and lead to improvements in 
its mitigation. Senders likely would have wel-
comed these outcomes, provided they resulted 
from empirically sound research. Expanding 
our knowledge of human performance and sys-
tem safety was a major objective of his life’s 
work.

While the totality of advances in system 
safety today is likely due to a variety of factors, 
Senders provided a foundation for our current 
understanding of the causes of error and their 
relationship to safety. Through his work, he 
showed that errors could and should be miti-
gated, and that system safety needed research 
to identify and address errors that threatened 
it. His efforts to understand error causation and 
suggest ways to mitigate error risk, among his 
many achievements, stand among the major 
accomplishments of our time.
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KEY POINTS

 ● John Senders helped to initiate the formal study 
of human error causation, following a series of 
high profile sociotechnical system accidents, in a 
time when error research largely focused on the 

operator who committed the error, rather than on 
the system in which the error occurred.

 ● The scientific study of error after major soci-
otechnical system accidents had occurred led 
to improved investigative focus on operating 
system design and to techniques designed to miti-
gate risks of error.

 ● Improved system safety has been seen in several 
sociotechnical systems, but establishing a causal 
relationship between error research and system 
safety is difficult.

 ● The implementation of advanced automated func-
tionalities in sociotechnical systems, while contrib-
uting to enhanced safety, has also increased some 
risks to safety.

 ● John Senders’ work in understanding error causa-
tion and developing mitigation techniques has 
helped to influence subsequent researchers to 
identify and suggest error mitigation methods in 
several sociotechnical systems.
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